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Abstract. Soft segmentation is used for extracting foreground and background on image or video
sequence. In this paper, we proposed a new method of soft extraction from an image or video
using image registration based on nonlocal matting. One of the disadvantages in nonlocal matting
is needed to obtain constraint manually. The constraint is used to identify foreground and
background area on separate image region. Based on the registration method, we try to reduce
the cost to determine it. First, a constraint is obtained with identify key points detection and
descriptor between image source and template. Image template was provided before extracting.
Then soft segmentation, nonlocal matting method, is used to extract region. In our experiment
result, we show that our proposed framework has significant performance improvement over the
state-of-the-art.

1. Introduction
Separate foreground and background in movie maker, especially in visual effect animation is a difficult
task. Extracting foreground has been used to obtain the object; therefore, it could be composited with
the background and taken in the real condition.

The separation process between the foreground and background can be done using some
techniques, such as image segmentation. Nevertheless, image segmentation [1],[2] results still
cannot separate objects accurately. Image matting has been proposed as a solution to solve this
problem of object separation.

Image matting is one of the methods that aim to do soft segmentation. The earlies work in
image matting was done by assuming the green color as the background [3]. However, this
approach is rarely used in the recent image matting research because it has a limitation which
cannot retrieve image foreground naturally.

Natural image matting was solved by proposing two thoughtful approaches that are supervised and
unsupervised matting. The supervised methods need defined foreground and background constraints
before applying matting. These methods have advantages that foreground and background can be
determined accurately, but it requires effort for manual labeling using trimap or scribbles.

Unsupervised matting reduces complexity by eliminating effort for labeling the constraints.
However, in some cases, the results of the matting process are incompatible with user intention so that
the extraction process does not match with their desire.

Considering all the problem above, the main contribution of this paper implies a supervised approach
with image template guidance. A constraint is determined by the similarity feature between image and
template. Next, nonlocal matting is obtained the alpha matte that is used to extract foreground and
background.
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The rest of this paper is organized as follows. We introduce our proposed methods and our
contribution in section I. We review current research in image matting methods in section II. Section III
explore our proposed method on image registration such as constraint building. Section IV explanation
detailed of the proposed method. Section V shows the experimental result. We conclude the paper in
section VI.

2. Current Research in Image Matting
Formally, matting methods were described by Potter [4] that take as input I is assumed to be a composite
of a foreground F and a background B as in equation 1. It is a color of the pixel that assumed to be
a linear combination of the corresponding colors.= + (1 − ) (1)

where = ( , ) and is the pixel’s foreground opacity.

Ruzon et.al [5] have modeled the foreground and background as a mixture of un-oriented
Gaussians. Furthermore, a Bayesian matting method [6], the foreground and background
distributions are modeled using a mixture of oriented Gaussians and a maximum-likelihood criterion, is
used to estimate the final matte.

In affinity-based matting methods solve alpha values by defining various affinities between nearby
pixels. The Poisson matting method solves the matte from the relative gradient field estimated from a
given image [7]. The image can be modified by treating the gradient interactively or automatically. Then
the intensity changes in both foreground and background locally smooth.

Then, L.Grady et.al [8] which computes the alpha values based on the affinity between neighboring
pixels is calculated with the measurement of the color distances in the RGB channels by using a Local
preserving projection. Furthermore, X. Bai et.al [9] approach measures the weighted geodesic distance
to estimate alpha values that a random walker will travel from its origin to reach the foreground.

A recent affinity-based method which offers both trimap and scribble based matting with Matting
Laplacian matrix has done by [10], [11]. Scribbles play an important role in obtaining a quality matte.
In [10] need more input than [11] with the better the solution just despite a pixel on the object. Manual
labeling required them for determining scribbles of foreground and background. We used this method
for determining alpha matte and will be discussed further in the following section.

Zang et.al [12] identifies false detected shadows by detecting moving feature and corrects
classifications errors by means of image matting operated on candidate shadow regions. Then [13] use
template matching techniques to recognize the object using correlation and phase angle methods.
Moreover, [14] using SIFT and SURF matching and image matting to detect fake shadow. According
to this, need more input for determining scribbles, we propose to construct a system for extracting object
using automatic scribbling based on feature matching in nonlocal matting.

3. Image Registration as Constraint Building
Registration method is used to find feature matching between two images, image template and source
images, at different times and viewpoints. Image registration used for building constraint as a scribbles
that are created automatically by adjusting these steps: key point’s detection, key point’s descriptor and
image registration, as shown in figure 1.
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Figure 1. Architecture System

3.1. Key Point’s Detection
To obtain key points, DoG (Difference of Gaussian) function ( , , ) is used to achieve scale
invariance which is the difference of smoothed ( , , ) to do convolution on an image [15].

( , , ) = ∗ (2)

We determine variable to obtain different scale images. We use these simulation results on
experiment and discussion section. We used varying the number between 0.2 of 0.9 to examine the effect
of scales per octave at which the image function. Then, subtract it to the images which are adjacent to
get a DoG pyramid that can write:( , ) = ( , ) − ( , ) (3)

where denotes a scale coefficient of an adjacent scale-space factor.

3.2. Key point’s Descriptor
Next, to achieve key point’s descriptor, we compute the gradient strength (4) of every pixel in the scale
of each key point using the following expressions:

= ( , ) + ( , ) (4)

and the direction for each pixel follows as:( , ) = tan ( , )( , ) (5)
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where ( , ) = ( + 1, ) − ( + 1, )( , ) = ( , + 1) − ( , − 1)
Key point’s descriptor is determined by choosing histogram for every neighborhood and uses

the summations as the gradient strengths that have the maximum value of gradient strength. After
the key point as a center has chosen an adjacent 16 × 16 region, then divides this region into 4 × 4
sub-regions and sums the gradient strength in each sub-region.

3.3. Image Registration
Image registration is done by summing of the gradient strength, feature database is created by extracting
key points from model image which is taken from different angles. Then by (6), matching process key
points between the feature on image template and images on frames is performed.

= ( − ) (6)

The key point ′ which makes Euclid distance minimum is obtained so we have determined
foreground models for constraint for soft segmentation.

4. Soft Segmentation
In this paper, soft segmentation is used to extract foreground and background object by compute with
Matting Laplacian. Nonlocal matting algorithm proposed by P. Lee [11], is used to extract it state that
interpretation Laplacian as a graph = ( , ) where represent the weight of edge ( , ) ∈ .

= 1 + ( − )( − )+| , ∈ ( ) (7)

where and are mean and variance of patch . Then recall in [11] the following :[ ] ≈ 1
(8)

where= exp − 1ℎ − − 1ℎ (8)
(9)

and =
(8)

(10)

where is a feature vector that computed by the information around pixel , and is distance
between pixels and j, | | is a norm weighted by a center-weighted Gaussian, ℎ and ℎ are some
constants found empirically.
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Soft segmentation is obtained alpha matte, as in equation (1), component for extracting and
compositing object. With equation (8), we obtain the alpha value as:[ ] = 1

(8)(11)

or we can write: ≈ ( , . ) (12)

With the derivation = , where as in (7) then ( − ) ≈ 0 or ≈ 0 so then =( − ) ( − ) is called clustering Laplacian. The quadratic form has the particularly nice
form −, ∈

which is a measure of smoothness along the edges of . It is directly obvious from that the vector
of all ones 1 is an eigenvector of having eigenvalue 0.

If there is a subset of pixels that exactly cluster in the graph implied by Laplacian then the value
of the objective function ( ) is minimized if the rest of the pixels in the cluster are labeled . The
reason is that, if we have K clusters, ( ) can be decomposed as:( ) = −, ∈ (8)(13)

where | = 1,2, . . , is partition of .Then labelling the cluster as minimize ( ).
The match key points are used as foreground constraint and background constraint is created from

subtraction number of cluster with foreground. From (13) the value background is given as ( ) =( ) − ( ), where as number of clusters, are background clusters, and are foreground
clusters.

It is means that we can construct the affinities so that the graph clusters accurately on foreground and
background objects, with only needs to constrain a single pixel in each cluster. It is suitable for using
the result image key points to label a single pixel in each of the clusters of .

5. Experiment Result and Discussion
In this experiment, performance algorithm of all the result is reported on a PC with Intel(R) Core(TM)
i5-8250U@1,6 GHz and 8 GB memory, NVIDIA GeForce 940MX (4GB) graphics card.

The proposed algorithm is construct soft segmentation based on image template. The feature SIFT
key points are used as foreground scribbles. The other sparse is created from occupied by key points as
background scribbles as shown in figure 2.
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Figure 2. Alpha matte from image sequence. Left images are source frames and the right is alpha
matte.

6. Conclusion
The key point of this work mainly focuses on using SIFT as feature matching to provide automatic
scribbling for soft segmentation. Our simulations or experiment show that this proposed method can be
implemented on nonlocal matting by looking on our result. According from our sample video, it shows
that objects can be extracted by most satisfactory parameter using = 0,05. This experiment also shows
that is depend on different case in natural image and video matting as an input. Future work includes
investigating updated or replaced image template periodically is needed on actual implementation. The
shifting image template should be performed cause of changes feature on the next frames in video
sequences. So that, the image template feature will be still recognized on the frame.
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